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Computational Study of Band-Crossing Reactions

Alain Matta, Omar M. Knio, Roger G. Ghanem, Chua-Hua Chen, Juan G. Santiago, Bert Debusschere, and
Habib N. Najm

Abstract—A numerical study of band-crossing reactions is con-
ducted using a quasi-one-dimensional (1-D) computational model
that accounts for species bulk advection, electromigration veloci-
ties, diffusion, and chemical reaction. The model is used to simu-
late chemical reactions between two initially distinct sample zones,
referred to as ‘“bands,” that cross each other due to differences
in electromigration velocities. The reaction is described in terms
of a single step, reversible mechanism involving two reactants and
one product. A parametric study is first conducted of the behavior
of the species profiles, and results are interpreted in terms of the
Damkéhler number and of the ratios of the electromigration ve-
locities of the reactant and product. Computed results are then
used to explore the possibility of extracting forward and backward
reaction rates based on time resolved observation of integral mo-
ments of species concentrations. In particular, it is shown that in
the case of fast reactions, robust estimates can be obtained for high
forward rates, but that small reverse rates may not be accurately
observed. [934]

Index Terms—Binding Kinetics, electrochemical processes, elec-
tropheretic band crossing, microfluidics, on-chip analysis.

I. INTRODUCTION

ICROFLUIDIC devices have been successfully applied

to the analysis of chemical and biological systems.

These systems provide many advantages over the conven-
tional biochemical lab analysis, including improved speed
and reproducibility, greatly reduced reagent consumption and
fabrication cost [1]. Microfluidic devices have in particular
been used to quantify a variety of physical parameters [2],
including measurements of molecular diffusion coefficients [3],
enzyme reaction kinetics [4], [5], and fluid viscosity [6]. Other
applications include immunoassays [7]-[9], DNA analysis
[10], cell manipulation [11], and capillary electrophoresis [12].
One important class of microfluidic applications concerns
kinetic measurements, which provide concise rate expres-
sions that can be used to predict yield, optimize designs,
and to provide insight into relevant molecular processes. For
example, Hadd et al. [4] describe on-chip enzyme assay of
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Fig. 1. Schematic illustration of band-crossing reactions, showing the initial
structure of reactant bands A and B.

beta-galactosidase [4]. Their work clearly showed that the
utility of these devices can be extended from the concept
of only performing separations to the idea of integrating a
complete analysis system. Reagent mixing and transport were
accurately controlled by electrokinetic means. Enzyme reaction
kinetics were obtained by altering the substrate concentration
and measuring the product concentration. Similarly, Chiem et
al. [8] demonstrated an integrated immunoreactor with elec-
trophoretic separation for serum theophylline determination.
In this work, all operations required by the immunoassay like
mixing, incubation, separation and detection were automated
on the chip.

An important challenge in the design of high throughput
microfluidic systems concerns the relatively low diffusion
rates of many species of interest, particularly macromolecules.
Specifically, since characteristic lengthscales are small, the flow
is laminar and mixing is generally diffusion-limited, requiring
large times for substantial progress of chemical reactions.
Consequently, various efforts have been directed at enhancing
mixing rates in microfluid devices [13], [15]. Multilamina and
splitting techniques are common examples of mixer designs.
Mixing induced by lateral transport [13], [14] and electrokinetic
instability [15] have also been recently reported.

One attractive alternative to diffusion-controlled reaction
is electrophoretically mediated microanalysis (EMMA) [16],
[17], which we also refer to as the on-chip electrophoretic
band-crossing system [18]. As schematically illustrated in
Fig. 1, the setup consists of the simultaneous introduction of
two reactive species having different electrophoretic mobilities
into a microchannel. The flow is then driven electrokinetically
so that the species with the higher electromigration velocity
will cross and eventually overtake the one having slower elec-
tromigration velocity. Thus, the mixing times are controlled by
differences in electromigration velocities, and this distinguishes
the present technique from approaches based on fluid stirring,
where mixing times are diffusion limited. Since the reactant
bands have small width and the electromigration-limited
mixing rates are high, this enables rapid observations of fast
reactions. The band crossing technique is particularly useful in
situations where the fluorescent signal strength of a reaction
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product is low, and a substantial amount of reactants is conse-
quently required for a successful experiment. This in contrast
rapid mixing schemes which rely on thin lamination of reactant
streams in order to minimize diffusion times [19].

Mathematical [17], [20], [21] and computational [22], [23]
models describing the behavior of the EMMA experiments are
now well established. The present work builds on prior results
by 1) conducting a systematic analysis on the role of various
operating parameters such as electromigration velocities, reac-
tion rates and initial concentrations, 2) exploiting the results to
establish essential trends and to express these trends in terms
of a reduced set of dimensionless parameters, and 3) applying
the computations to explore the possibility of extracting kinetic
rate constants based on measurements of species concentration
profiles. As outlined in Section II, we rely on a quasi-one-di-
mensional (1-D) model that accounts for species advection and
electromigration, reaction and diffusion. Brief dimensional ar-
guments are then introduced in Section III in order to charac-
terize specific flow conditions. Section IV highlights selected
results from a detailed parametric study of the effects of reac-
tion rates, differences in electromigration velocities and initial
concentrations. An analysis of extraction rate methodologies on
basis of integral moments of concentration profiles is then pre-
sented in Section V. Major conclusions are summarized in Sec-
tion VI.

II. FORMULATION AND NUMERICAL SCHEME

As mentioned in the introduction, we rely on a quasi-1-D,
advection-diffusion-reaction design model. The formulation re-
flects the idealized situation of a dilute solution evolving in a
uniform, electrokinetically driven plug flow, and thus inherently
ignores dispersive effects that may arise due to unwanted ex-
ternal pressure differences, spatial variation in wall mobility, or
spatial variations in electrical conductivity. We consider the evo-
lution of three chemically interacting species using a first-order,
finite-rate, reversible reaction of the form

A+ B —C (D
with a chemical rate term given by
Ry =Rp=—Rc = —kscacg +k,cc 2)

where the R denotes the rate of production, k; and k, denote the
forward and backward rates, respectively. The indexes A and B
denote the reactants while C refers to the reaction product.

Under the idealized conditions outlined above, the conserva-
tion equations for the three reacting species can be expressed as
[23]
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where ¢;, u; and D; denote the molar concentration, electromi-
gration velocity, and mass diffusivity of species ¢, respectively.

In the computations presented in Section IV, (3) is simulated
using a finite difference scheme that is based on a cell-cen-
tered discretization of the concentration fields on a fine, uni-
form mesh of cell size Az. Spatial derivatives are approximated

=D +R, i=ADB,C (3
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using a second-order, centered-difference discretization, and the
discrete equations are advanced in time using the second-order
Adams-Bashforth scheme. Inflow/outflow conditions are used
at the left/right domain boundaries.

III. SCALE ANALYSIS

While the dimensional form of the governing equations is
used in the simulations, a brief scale analysis is conducted in
this section in order to characterize the solutions. As mentioned
earlier, the present study is motivated by a desire to determine
rates of reaction in a dilute solution involving proteins having
low molecular diffusion coefficients. Thus, molecular diffusion
effects are expected to be small, so that the rates of reaction are
dominated by electrokinetic and chemical time scales. (For the
presently considered regime, diffusion time scales are smaller
than crossing time scales by at least three orders of magnitude.)
Below, we provide estimates of these time scales, the ratio of
which yields a Damkohler number.

A. Electrophoretic Crossing Time Scale

Let w denote the initial widths of species A and B (see Fig. 1).
The relevant time scale for band crossing may be estimated from

_ w
cr = A'U:AB

t “)
where Auap = ug—up > 0. The convention we have adopted
is that species A with electromigration velocity u 4, is the faster
migrating species, which overtakes species B having electromi-
gration velocity up.

B. Chemical Time Scale

In order to derive a suitable chemical time scale, we will as-
sume for the moment that the crossing time is fast and conse-
quently consider that the two bands are brought together instan-
taneously. Thus, we focus on a quasi-0D problem where the ini-
tial mixture relaxes to equilibrium. In this limiting case, the rel-

evant concentrations are the initial peak concentrations ¢ and
0

cp-

An exact solution to this pure chemical problem can be de-
rived. Since this solution suggests an interesting diagnostic ap-
proach, a few details are provided. We use subscripts {1,2,3} to
denote species {A,B,C}. In the absence of transport, the gov-
erning equation for concentration reduces to

@ = —kfc102 + ]CTCg,. (5)
dt
Let (¢) denote the amount of reactants consumed by the re-
action over the interval [0, ¢], and A denote the steady-state or
equilibrium value of §; we have

es(t) = ep—6(t),
Substitution of (6) into (5) yields

dé
i ke — ke — 6 [kf (0(1) + cg) + kr] + k6% (D)
We will later discuss how (7) may be used to diagnose band-

crossing data.

c1(t) = & —=6(t), c3(t) = c3+6(t) (6)
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At steady state, we have dé/dt = 0, which gives
ad®> — b6 +c=0 (8)

where a = kg, b = k() +¢c9) + k., and ¢ = kel — k,.cf.
The solution is given by

b — Vb% — 4ac

A= 2a ©)
Letting ¢(t) = A — 6(t), we have
1 dq a dq B
" 2aA—bq ' 2aA—bag— (2aA —b) dt - (10)

with initial condition ¢(0) = A. The exact solution is given by

Y

a — 0 exp(—~t) 1D

q(t) =
where v = 2aA — b = —V/b? —4ac and § = (b — aA)/A.
As expected, ¢ vanishes at steady-state since 7 < 0, and this is
reflected in (11) above.

This suggests that an appropriate timescale, 7, for the reaction
is such that ¢(7) = A/e, which gives

1 al — ey
T= Fyln[ N } (12)
Note that 7 depends on the initial concentrations c(l), cg and, if
initially present, 3.

Also note that the above definition of 7 differs from the usual
definition of the chemical time scale based on the eigenvalues
of .J, the Jacobian of the chemical source term. For the present
reaction mechanism, we have

—krey —ksc k
aRi fe2 fé1 T
J = 3 - = | —kfco —kper ke (13)
€ kpeo  kper  —k,
J has a single nonvanishing eigenvalue A = —k¢(c1 +c2) — kv,
giving the following timescale:
1 1
"= (14)

o W - k‘f(cl-i-Cg)-l-k‘r

which, unlike 7, does not depend on the initial concentration of
the product, cJ. However, one can readily verify that for condi-
tions near equilibrium, 7 and 7’ coincide; this agreement was
in fact behind the selection of the 1/e decay rate in A. In the
analysis below, we will exclusively rely on the chemical time
scale definition in (12), as it accounts for the overall nonlinear
behavior of the system.

C. Damkohler Number

The estimates above enable us to define a Damkohler number

fer (15)

T

Da

In order to control Da one can either alter the initial concen-
tration levels (i.e., control 7), or change the electromigration
velocity (i.e., control t.,). The latter can be achieved either by
changing the electric field strength or, to the extent possible, by

altering w and/or the mobility of individual species. Note, how-
ever, that the possibility of experimentally controlling 7 and %,
is subject to constraints that limit the range of electromigration
velocities and the range of concentration values. For ¢, the pri-
mary restriction comes from a limitation on the electric field,
which should not be so high as to cause significant Joule heating.
For 7, one needs to ensure that the concentration remains high
enough to fall within detection limits, but not so high as to re-
quire a highly concentrated initial mixture.

IV. BEHAVIOR OF SOLUTIONS

A detailed parametric study was conducted of the effects of
electromigration velocities, rate parameters, and initial reactant
concentrations. The effects of electromigration velocity were
analyzed by systematically varying u 4. For each value of w4,
a two-parameter family of solutions was considered, by setting
up = auy and uc = [uy. The parameter o was varied in-
dependently, and for each «, five values of 3 were considered:
1) B = 0, where the electromigration velocity of the product
vanishes, 2) 5 = «/2, i.e., the electromigration velocity of the
product (uc) is half that of the slower reactant (ug), 3) 5 = «,
where uc = up,4) f = (14+«)/2, where uc = (ua +up)/2,
and 5) 6 = 1, where uc = u 4. Meanwhile, the initial concen-
trations of the reactants and the values of the rate constants were
also systematically varied. In all cases, the width of the initial
reactant bands, w, was held fixed, with concentration profiles
described by sixth-order Gaussian profiles of the form

13
Q(€) = P exp (——;) iz AB

w

where C is the initial peak concentration and ¢ is a shifted
spatial variable centered at the peak. The high-order Gaussian
was selected because it mimics a top-hat profile with smooth
tails, as can be appreciated from the results below. In all cases,
w = 50 pm, the diffusivity D = 3 x 10719 m? /s, the initial
product concentration vanishes identically (i.e., cOC = 0), and
the computational domain is 3-mm long. A systematic study
was also conducted of the effect of the discretization parameters.
This study showed that for range of parameters of interest, a fine
mesh with Az = 0.2 pm and a time step At = 10 us were
sufficient for accurate predictions. These values are used in the
computations presented below.

Selected cases from the detailed parametric study are pre-
sented in this section. As summarized in Table I, we focus our
attention on six cases. In cases 1-4, the electromigration ve-
locity of the reactants is held fixed, while that of the products is
varied. Thus, as shown in the table, the Damkdhler number and
« are held fixed, respectively Da = 33 and o = 0.25, while §
is varied. In case 5, « is increased to 0.5, resulting in a higher
Damkohler number Da = 49. In case 6, the initial peak concen-
tration of the reactants is reduced, leading to a lower Damkohler
number Da = 2.

Fig. 2 depicts the evolution of the reactants’ concentration
profiles for case 1 (see Table I). The results illustrate how the
two bands approach each other in the early stage of the compu-
tation. Due to weak molecular diffusion effects, before the two
bands overlap, there is little change in the peak concentration of
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Fig. 2. Instantaneous profiles of C'4 and C'p for case 1. Plots are generated at times (a) ¢ = 0, (b) ¢ = 50 ms, (¢) t = 70 ms, and (d) + = 90 ms.

TABLE 1
SELECTED INPUT CASES. SHOWN ARE VALUES OF THE ELECTROMIGRATION
VELOCITIES (mm/s), INITIAL REACTANT CONCENTRATIONS (mM), FORWARD
REACTION RATE (M~ 's™"), AND BACKWARD REACTION RATE (s71).
ALSO SHOWN ARE THE DIMENSIONLESS PARAMETERS v AND /3 AS
WELL AS THE DAMKOHLER NUMBER, Da

Case |ua | up | uc | CY | Ch ky k. o B | Da
1 3075 0 5. | 5. [4x105[0.1]025] 0 |33
2 3 1075]0.375| 5. | 5. [4x10%|0.11 0.250.125 | 33
3 310750075 | 5. | 5. |4x10%|0.110.25| 0.25 | 33
4 3 10751875 5. | 5. | 4x10%|0.11 0.25|0.625 | 33
5 3 15| 1.5 5. 5. | 4x10% 0.1 0.5 | 0.5 | 49
6 3 1075] 0.75 | 0.25|0.25 | 4x10% [ 0.1 |/ 0.25 | 0.25 | 2

A and B. For these conditions, the peak concentrations of A and
B decrease rapidly when the two bands overlap, and by the time
the bands separate, the peak concentrations drop by approxi-
mately a factor of 20. As shown in Fig. 2(d), after separation
the reactant profiles are no longer symmetric and slight differ-
ences in the peak concentrations of A and B can be observed.
The profiles exhibit a double hump structure with a strong pri-
mary peak that leads a weak local maximum. The behavior of

the reactants concentration profiles for cases 2—4 was found to
be qualitatively similar to that of Case 1; the corresponding plots
are consequently omitted.

Fig. 3 shows instantaneous profiles of C'4 and Cp for case
5. As shown in Table I, for this case, § has been increased to
0.5, which results in an increased crossing time scale and, con-
sequently, a larger Damkohler number. The results indicate the
profiles of C'4 and C'g behave in a qualitatively similar fashion
as in case 1 (Fig. 2). However, for case 5, there is an even more
substantial reduction in the peak values of C'y and Cg, which
drop by approximately a factor of 30 during the crossing. As
further discussed below, this suggests that the overall rate of
progress of the reaction is larger as Da increases.

As shown in Table I, the electromigration velocities for case
6 are the same as in case 3, but the initial concentrations of
A and B have been reduced by a factor of 20. This results in
a significant drop in the Damkohler number, from Da = 33
in case 3 to Da = 2 in case 6. Instantaneous profiles of C'4
and Cp for case 6 are plotted in Fig. 4, using the same time
intervals as in Fig. 2. The plots show that for case 6, the behavior
of the reactants’ profiles differs significantly from that of the
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Fig. 3. Instantaneous profiles of C'4 and C'p for case 5. Plots are generated at times (a) t = 0, (b)t = 90 ms, (c) ¢t = 110 ms, and (d) ¢ = 130 ms.

previous cases. Specifically, the concentration profiles develop
a weak asymmetry and, unlike the profiles in Figs. 2 and 3, do
not exhibit a secondary trailing peak. An additional distinctive
feature is the prolonged coexistence of C4 and Cp during the
crossing [see Fig. 4(b)]. As expected, for this reduced value of
Da, the drop in the peak concentrations of A and B is rather
weak, approximately a factor of 3.

The effects of electromigration velocities and Damkd&hler
number can also be observed in Fig. 5(a)—(f), which depicts
the evolution of product concentration profiles for cases 1-6,
respectively. As shown in Table I, for cases 1-4, Da and the
electromigration velocities of the reactants are held fixed, while
uc is systematically varied by increasing . For a = 0, uc
vanishes so that the product concentration profiles does not
propagate. As shown in Fig. 5(a), at the beginning of band
crossing (¢ = 50 ms) the product concentration profile exhibits
a sharp leading front, followed by a smoothly decaying tail.
As the reaction proceeds, the leading front becomes smoother,
eventually giving the profile a nearly symmetric shape. For the
present case (uc = 0), the product concentration profile has
an appreciably smaller peak and larger width than the initial
reactants’ profile.

A similar behavior is observed in Fig. 5(b), which depicts the
evolution of ¢¢ for case 2, where uc = up /2. However, one
can observe that for this case the final profile has smaller width
and higher peak than in case 1. Furthermore, unlike case 1, the
Cc profile is no longer stationary, but translates to the right with
the product electromigration velocity uc.

The trends noted above can also be observed for case 3, where
Uc up. In particular, as shown in Fig. 5(c), the product
concentration profile for case 3 has slightly larger peak and is
slightly thinner than in the previous cases. In particular, for case
3 the peak product concentration following the band crossing is
close to that of the initial reactants profiles.

When uc is equal to the average of u4 and up (case 4), a
peculiar behavior is observed. As shown in Fig. 5(d), a very
narrow profile with a pronounced peak is observed. Note that
the peak concentration is more than 4 times higher than ini-
tial peak of the reactants profiles. Thus, in the present situa-
tion the product tends to accumulate at a single spatial position
that moves with the average velocity of the reactants. We fi-
nally note that, if u¢ is increased further then the presently ob-
served “focusing” effect is greatly diminished. In these cases,
ie.uc > (ua + up)/2, the product concentration resembles
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Fig. 4. Instantaneous profiles of C'4 and C'z for case 6. Plots are generated at times (a) t = 0, (b) t = 50 ms, (c) t = 70 ms, and (d) ¢ = 90 ms.

those in Fig. (5a)—(c); the corresponding results are therefore
omitted.

Fig. 5(e) shows instantaneous product concentration profiles
for case 5. Compared with case 3, in case 5 the velocities up
and uc have been doubled. This results in a longer crossing
time scale and consequently a larger Damkdohler number. As
can be seen in Fig. 5(c) and (e), however, these changes appear
to have little impact on the shape of the product concentration
profiles. While interaction times evidently differ, in both cases
the profiles develop similar widths and peak values.

Finally, concentration profiles for case 6 are shown in
Fig. 5(f). As shown in Table I, the electromigration velocities
are identical in cases 3 and 6, but the initial reactants concen-
trations are substantially lower in case 6. As a result, in the
latter case the Damkohler number is significantly lower. The
reduction in Damkohler number appears to have little impact
on the shape of the profiles, but does have a noticeable effect
on the rate of progress of the reaction. Specifically, in case 3
the peak product concentration is nearly equal to the initial
reactants’ peak, while the peak product concentration in case 6
is noticeably lower.

The above results indicate that the behavior of the concentra-
tion profiles can be essentially characterized by the Damkohler
number, and by the ratio of the electromigration velocity of the
product with respect to the mean of the reactants electromigra-
tion velocities. The trends with these two parameters, briefly
illustrated above for selected cases, were in fact observed for
a wide range of electromigration velocities, rate constants, and
initial concentrations.

In order to briefly illustrate the above claims, we compute
two measures that characterize the progress of the reaction:
a global measure G defined by

f ccdz
= _— 16
g s J &dz (16)
and a local measure P given by
max t
P = max —C (1) (17)

P =0y

Here, c¢}®* and c&®* denote the peak instantaneous values

of the concentrations of A and C, respectively. Note that G
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Fig. 5. Instantaneous profiles of C'- for cases (a) 1, (b) 2, (¢) 3, (d) 4, (e) 5, and (f) 6.

can be interpreted as “chemical conversion efficiency” since normalized by the initial peak of the concentration profile
it corresponds to the peak fraction of moles of A that are of A. Thus, it reflects the tendency of the peak product
converted into moles of C by the chemical reaction. On the other  concentration to be larger or smaller than the initial peak
hand, P corresponds to the peak spatial product concentration of the reactants.



MATTA et al.: COMPUTATIONAL STUDY OF BAND-CROSSING REACTIONS

(a)

1 5
[ p=0
o--oB=a/2
G-—0 B=(l+a)/2
0.8
(O
0.6 -
0.4 - : :
0 10 20 30 40
Da
(b)
4 : ; —=
6--0B= a2
G-0B=(+0)2
)
3t -
/®//
a2r f
4
o)
/
P
1 'g/ 0@0&0 --------- O <
(3
&
0 I I |
0 10 20 30 40
Da

Fig. 6. Dependence of G (top) and P (bottom) on Da. Different curves are
generated for cases with 3 = 0, /2, and (1 + «)/2.

Fig. 6(a) shows the dependence of G on the Damkéhler
number. Plotted are curves generated for § = 0, a/2
and (1 + «)/2, and for Damkohler numbers in the range
1 < Da < 33. The figure shows that the three G versus
Da curves collapse onto each other, supporting the earlier
claim that the overall conversion of reactants into products
is governed by the Damkohler number, and is essentially
independent of the ratios of electromigration velocities. Note
that the curves for G are monotonically increasing, from about
45% at low Da to about 98% at higher Da. Thus, as observed
earlier, consumption of the reactants increases with increasing
Damkohler numbers.

Meanwhile, as shown in Fig. 6(b), distinct P versus Da curves
are obtained for each value of 3. For all three values of (3, the
curves increase monotonically with Da. For § = 0 and «/2, the
curves saturate for Da > 10, while for 3 = (1 + «)/2 substan-
tial variation is observed throughout the range considered. The
largest values of P are achieved when 5 = (1+«)/2, i.e. when
the product electromigration velocity is equal to the average of
the electromigration velocities of the reactants. In particular, for
this value of 3, P is substantially larger than unity at high Da;
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this indicates that in this regime the peak product concentration
is several times larger than the peak reactant concentration.

We finally note that the results in Fig. 6 are consistent with
earlier observations of the behavior of the concentration pro-
files, and their dependence on relevant parameters. In addition,
the results enable us to generalize previously observed trends to
a wider range of operating conditions.

V. ESTIMATION OF RATE CONSTANTS

We now explore the possibility of extracting reaction rates
from the evolution of concentration profiles. This exercise is
motivated by optical measurements of species concentrations,
which give spatial profiles at selected time intervals [24]. In
many cases, the impact of experimental noise may be reduced
by analyzing moments of the profile instead of local values.
In this section, we examine two different means for exploiting
such integral measures. In the first approach (see Section V-A),
concentration profiles of both reactants and of the product are
assumed available. A different scenario is considered in Sec-
tion V-B, which involves interrupting the electric field once the
bands overlap. For this scenario, an alternative means of es-
timating chemical rate constants is considered which only as-
sumes that the reactants’ concentration profiles are measured.

A. Multiple Measurements

When the concentrations of both reactants and of the product
are simultaneously measured, a simple approach can be imple-
mented to deduce the reaction rates. Specifically, by integrating
(3) over the domain or, in the case of experimental measure-
ments, over a sufficiently wide window, the transport (convec-
tion, electromigration and diffusion) terms drop out, and one

obtains
L(t) = i = -k +k
1 dt_ C1 f. C1C2 T' C3.

If the signals for I1(t), | ¢ico and [ c3 are available, then one
can perform a straightforward least-squares regression of the

form
I:—A/6162+B/63

to determine unknown coefficients A and B. These can be im-
mediately identified with kf and k... In particular, based on the
computed results for case 3 we obtain A = 3.99 x 10° and
B = 0.088. These values are in very good agreement with the
rate parameters used as input. Similar experience was observed
for other cases considered; the corresponding results are there-
fore omitted.

(18)

19)

B. Interrupted Flow Experiment

In many situations, simultaneous measurement of all three
species concentrations is either not possible or excessively dif-
ficult. In this section, we explore the possibility of deducing re-
action rates with fewer experimental signals. Specifically, we
consider what we call an “interrupted flow” experiment, which
consists of first driving the reactants so that they overlap and
then suddenly switching off the electrokinetic pumping (see also
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Fig. 7. Profiles of reactants concentration at the time the flow is interrupted.
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[16], [17]). The advantage of this approach is that, in the param-
eter regime of interest, once the flow is interrupted, the evolu-
tion of the concentration fields is primarily dominated by the re-
action and only weakly affected by diffusion. The assumptions
will be verified based on simulation results below.

The simulation conditions are the same as those in the pre-
vious section. However, once the reactants overlap, all velocities
are suddenly switched to zero. The reactant concentration pro-
files at the time the flow is interrupted are shown in Fig. 7. This
mimics the sudden interruption of the electric field since, due
to the very low Reynolds number and the absence of a driving
pressure gradient, the bulk velocity decays rapidly to zero.

We start by examining the effects of diffusion on the evolu-
tion of the concentration field. In Fig. 8, we contrast the com-
puted values of §(¢) and ¢(t) at the location of the peak reactant
concentration (see Fig. 7) to the analytical solution for a purely

008 0.4

Time(sec)

Comparison of analytical (dashed) and numerical (solid) results for §(¢) and ¢(t).

reactive system [see (11)]. The results show that the two predic-
tions are in reasonably close agreement, indicating that for the
present set of conditions diffusion has a small effect on the evo-
lution of ¢ and 6 throughout the decay period.

Combined with the weak effect of diffusion, the absence of
advective or electromigration effects then offers the following
possibility of extracting the reaction rates. From (7) we have

% = kyciey — ko5 — 6 [ky (] +¢3) + ko] +kg6% (20)

Integrating over a fixed, sufficiently large window, we have:

/Z—idx:—kr/édx-l-kf/[&Q— (cf +¢9) 8] da

+ / [kfc(l)cg - k,,cg] dz 21
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Fig. 9. Evolution of (dé/dt) using first and second-order approximations. The time step used in the finite difference formulae corresponds to that of the
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Fig. 10. Evolution of (d6/dt) using a second-order approximation. The time step used in the finite difference formula corresponds to the length of the sampling
interval, t,. We use t, = 10At, 25At and 50A¢t.

which can be rewritten as

dé

E_—A5+B/[62—(c?+cg)§]da:+0 (22)

where 6 = f 6dzx. Thus, if time resolved measurements evolu-
tion of one reactant concentration are performed, and the “ini-
tial” concentration of the other reactant is also measured, one
can determine the coefficients A, B, and C by linear regression
(least-squares) from the data. Comparing (21) and (22), one can

immediately identify the coefficients A and B with the back-
ward rate and forward rate, respectively.

TABLE 1I

LEAST-SQUARES INTERPOLATION RESULTS USING THE ANALYTICAL
SOLTUTION FOR A PURELY REACTIVE SYSTEM

Coefficients ts = b0AL ts = 25At
A 0.1002 0.1000
B 4.0000x10% | 4.0000x10°
C 4.3363x1076 | 4.3363x10~6

Note, however, that unlike the approach of the previous sec-
tion, the present approach is only approximate, and its success
hinges on situations where Da is not so large that the reactants
are consumed very quickly (see Fig. 6), before one can inter-
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TABLE III

LEAST-SQUARES INTERPOLATION RESULTS FOR DIFFERENT SAMPLING TIMES ¢, USING THE COMPUTED SOLUTIONS. SHOWN ARE RESULTS OBTAINED WHEN
MOLECULAR DIFFUSION ACCOUNTED FOR (D # 0) AND WHEN IT IS IGNORED (D = 0). I N THE PRESENT CASE, ESTIMATES OF dé/dt ARE OBTAINED FROM A
CENTERED DIFFERENCE APPROXIMATION USING THE COMPUTATIONAL TIME STEP At

Coefficients D=0 D#0
ts = H0At ts = 25At ts = 10At ts = H0AL ts = 25At ts = 10At
A 0.1012 0.1011 0.1023 0.275 0.2712 0.2676
B 4.0000x10% | 4.0000x10% | 3.9999x10% | 3.9963x10° | 3.9964x10° | 3.9965x10°
C 1.2970x1076 | 1.2970x1078 | 1.2970x 1076 | 1.2969x1076 | 1.2969x10~% | 1.2969x10~6
TABLE IV

LEAST-SQUARES INTERPOLATION RESULTS FOR DIFFERENT SAMPLING TIMES ¢, USING THE COMPUTED SOLUTIONS. SHOWN ARE RESULTS OBTAINED WHEN
MOLECULAR DIFFUSION ACCOUNTED FOR (D 7# 0) AND WHEN IT IS IGNORED (D = 0). IN THE PRESENT CASE, ESTIMATES OF d6/dt ARE OBTAINED FROM A
CENTERED DIFFERENCE APPROXIMATION USING THE SAMPLING TIME ¢,

Coeflicients D=0 D#0
ts = 50AL tg = 25At ts = 10A¢ s = 50AL tg = 25At ts = 10At
A 3.7046 1.0067 0.2532 3.9915 1.2094 0.4247
B 3.8619%10% | 3.9661x10% | 3.9944x10% || 3.8537x10% | 3.9613x10° | 3.9908x10°
C 1.2732x1076 | 1.2913%1076 | 1.2961x1076 || 1.2719x107° | 1.2909x107% | 1.2960x 1076

rupt the flow. Also, note that if pointwise, time-resolved mea-
surements are sufficiently accurate, the regression analysis can
be performed on (20) directly. In this case pointwise measure-
ment of only a single reactant concentration is needed, with the
coefficient of 6 providing k. This latter possibility, however,
is not explored in the present study.

The evolution of dé/dt is shown in Figs. 9 and 10. In Fig. 9,
we rely on first- and second-order formulas for evaluating the
derivative, and in both cases the time step corresponds to that
used in the computations. In Fig. 10, we rely only on a second-
order approximation, with a sampling time step ¢ that is signifi-
cantly larger than that used in the computations. This mimics ac-
tual experiments, where sampling at very high frequencies may
neither be possible nor desirable. As shown in the figures, in all
cases dé/dt is well approximated.

The least-squares procedure is tested using the analytical so-
lution for a purely reactive system at different sampling time in-
tervals. As shown in Table II the interpolated coefficients match
the actual input parameters k; = 4 x 10° and k, = 0.1. Note,
however, that at the larger sampling interval very small errors
appear in the estimate of k,., even though the exact solution is
used as input to the regression. These weak errors reflect the am-
plification of round-off errors due to the stiffness of the linear
equation system. As further discussed below, the impact of this
stiffness is substantially more pronounced when numerical re-
sults are used, especially when molecular diffusion effects are
accounted for.

We now apply the regression analysis directly to the output
of the computations. The analysis is conducted in two versions.
In the first version, we simply switch off the electric field, as
outlined above. In the second, both diffusion and electromigra-
tion are interrupted. Comparison of the two sets of results thus
enables us to directly assess the role of diffusion on the extrap-
olated rates.

As shown in (22), the present analysis requires estimates of
db /dt. In the results below, these estimates are obtained using a
second-order centered-difference formula. In the results shown

in Table III, this approximation is performed within the simula-
tions, using the computational time step At = 10 ps. The sam-
pling time, t,, denotes the time interval between neighboring
points in the least-squares procedure. Thus, in Table III, the
derivative d6/dt is estimated using a finer time step than the
sampling time ¢,. In Table IV, this exercise is repeated with
dé/dt estimated from the sampled data, i.e., using a time step
equal to the sampling time ¢s. This latter case mimics more
closely the experimental analysis, as data between neighboring
points is not available.

Examination of the results in Tables III and IV indicates that:

1) There is better agreement between the estimated and
input/known values (ky = 4 X 10%, k, = 0.1) of the
reaction rates for the case where the derivative dé/dt is
estimated based on the computational time step. Thus,
for fixed t5, the agreement between the estimated and
input values deteriorates when the derivative is estimated
on a wider time interval.

2) Kinetic rate estimates obtained with molecular diffusion
ignored are in better agreement with the input values than
estimates obtained in the diffusive cases. This indicates
that even though diffusion may have weak a effect on the
absolute values of concentration, it still has a substantial
effect on the least-squares predictions, especially at large
sampling intervals.

3) The extrapolated backward rate is highly sensitive to the
presence of diffusion and to the sampling interval ¢5. Ex-
cept for small ¢, and negligible diffusion, the interrupted
flow approach proposed here does not seem to be a prac-
tical method of estimating the backward rate, k,.. The
high-sensitivity of the estimated values of k,. can be traced
to the stiffness of the equation system, which leads to an
ill-conditioned matrix.

4) In contrast, the extrapolated values of ky are much more
robust, and provide reasonable estimates of the forward
rate. In particular, for all cases analyzed, the estimated
value of k,. differs by less than 4% from the input value.
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VI. CONCLUSION

A numerical study of band-crossing reactions was conducted
using a quasi-1-D computational model. The model accounts for
the evolution of species concentrations due to bulk advection,
electromigration, diffusion and chemical reaction. The latter is
described using a single step, reversible mechanism involving
two reactants and one product. Attention is focused on a fast
reaction between initially unmixed bands.

A parametric study of the behavior of the species profiles
during the crossing was performed. Simulation results were in-
terpreted in terms of the Damkdohler number and of the ratios
of the electromigration velocities of the reactant and product.
As expected, the results indicate that the overall consumption
of the reactants increases as the Damkohler number increases.
The results also indicate that the structure of the concentration
profile is strongly dependent on the differences of electromigra-
tion velocities. In particular, when the product electromigration
velocity is equal to the average of the reactants electromigration
velocities, the product concentration exhibits a thin profile with
peak values significantly higher than the initial reactants’ con-
centrations. This stacking effect may provide a useful means of
sample preconcentration based on reaction rates and mobilities,
and for enhancing the sensitivity of a variety of on-chip assays.
For higher or lower velocity, the product concentration profiles
are spatially wider and exhibit significantly lower peak values.

The simulations were then used to explore the possibility
of extracting forward and backward rates based on time re-
solved observation of integral moments of species concentra-
tions. When signals of all three species are observed, a robust
extraction procedure can be implemented, which results in ex-
cellent estimates of the forward and reverse rates. The simula-
tions are also used to investigate interrupted flow experiments
where only the reactants’ concentrations are measured. In these
situations, an approximate analysis can be applied to extract re-
action rate parameters. Results indicate that in the case of fast
forward reaction this approach yields robust estimates of the for-
ward rate constant, but that the reverse rate parameter is not ac-
curately predicted.
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